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1 Introduction

Murals are one of the earliest forms of artwork created by mankind. Murals have existed for tens of thousands of years since prehistoric cave paintings [1]. From the earliest cave paintings created around 30000 BC in the Chauvet cave, France to modern murals and graffiti on the contemporary city walls, murals have played a critical role in expressing the values and the heritage of the community [2]. Murals, by being accessible to everyone in the community and giving voices to people, depict historical events, experiences, and deeply felt aspirations for the future – thus can be considered as the most democratic form of art ever produced [3].

The intrinsic social, cultural, and political values of murals necessitate deeper interactions or engagement of people with the murals. With the advancement of Human-Computer Interaction and the integration of computing with the arts, interactive art is now well-established as practice [4]. Digitization of large public displays, interactive surfaces, and tangibles are ubiquitous in contemporary urban areas both in indoor and outdoor settings. However, large public displays in outdoor settings are either screen or projection-based and the interaction potential of murals is yet to be explored. While screen-based outdoor public displays eliminate a lot of technological challenges concerning long-term durability under varied weather conditions, assure stability of the functioning of the hardware and software systems, and are easier to deploy, the aesthetics of such displays are still under question. A number of artists asserted that the visual elements of such interactive arts are aesthetically irrelevant [4]. Therefore developing a novel and more expressive interface by integrating computation and electronics in the murals while providing the artists full freedom of being aesthetically creative requires further attention.

In this thesis, we will provide information on the background of interactive art and public displays. We will also discuss the prior related work. We then propose a design of a hardware-software integrated system that addresses the technical challenges of developing large-scale outdoor interactive murals. We also present a prototype of such an interactive mural in action and the interaction data generated by the system. We will also examine the technical challenges involved in building such a system and the potential means to address those challenges.
2 Background

2.1 Interactive art

In traditional artworks, the audience is passive viewers and doesn’t participate in the transformation or creation of the artwork. However, since the 1960s many artists and theorists developed interests in audience participation with artwork [5]. In the past, artists have used the medium and technology at their disposal to create interactive art. As Human-Computer Interaction (HCI) evolved as a field of research, more researchers have been particularly interested in creating non-traditional computational interfaces that go beyond monitors and keyboards. Thus utilizing computation and electronics, methodologies of HCI, and tools from Artificial Intelligence, researchers in the twenty-first century have been able to create more robust and sophisticated interactive arts.

2.2 Interactive public displays

Large public displays are now very widespread in modern cities. While most of these displays are not interactive in nature, extensive research in the domain of interactive public displays and rapid advancement in projection and display technologies have resulted in large interactive displays being moved out from research laboratories to public places such as media facades [6], museum displays[7], and plazas[8]. Since public spaces attract audiences of different ages and interests and their actions are often unpredictable, installations of such public interactive displays impose unique challenges [9]. A number of researchers are working on understanding the interactions of people with such installations. The research expands from understanding when, how, and how many passer-bys notice an interactive display to how they interact with such displays [10]. Furthermore, most public interactive displays are currently either flat-screen-based or projection-based and serve commercial purposes. Researchers are looking for alternatives to installations that are only serving commercial purposes [9]. Because of the aesthetic, political, historical, and social values of the murals, integrating interactivity in murals promises to serve a greater cause for communities involved and can be a constructive alternative to commercial public displays.

Since the beginning of the twenty-first century, researchers have conducted extensive work on exploring new ways to communicate with computers thus developing novel interactive surfaces and tangibles [11]. Although initially the interactive surfaces were developed with the purpose of private use, it wasn’t long before such technologies came out to public spaces. Public
installations of such interfaces include large interactive screens and tables [15][16], interactive wall and floor projections [17][13], as well as more tangible systems [18][19]. In recent years, the focus of the development of interactive interfaces expanded from single-user interactions to multi-user interactions and from tangible interactions to supporting full-body engagement [11][12].

There are two main strands of research on interactive public displays – 1. understanding public interactions and level of engagement with such displays, 2. developing new technologies to create more robust and engaging public displays. Researchers have conducted field studies to understand people’s interactions with public displays. Field studies include setting up interactive displays in public places such as railway stations [20], public courtyards [21], and tourist information centers [22]. These field studies observed that there is a significantly higher conversion rate from passer-bys to users interacting with public displays[20][22]. Furthermore, the studies concluded that increased interactive area for body interaction resulted in more engagement with the display [22] and users are more interested in playful behavior with little concern about the content of the display [21]. However, most of these studies are conducted using flat screens, contain informative or commercial contents with little to no aesthetic value from the perspective of an artist. We incorporated the findings from the study when designing the prototype of the interactive mural. Our interactive mural will provide means for both tangible and full-body engagement to further understand user interaction with non-commercial, aesthetic, communally meaningful public displays.

Besides developing screen-based and projection-based public displays, several artists have started to incorporate Augmented Reality (AR) to create interactive murals. Painted AR tag provides a medium for the viewers to experience animated or interactive elements of the murals [23][24][25][26]. Our goal is to provide interactive elements in a more natural art form without using any AR or screen-based technology. One of the most challenging aspects of designing such an interactive mural is to provide the desired features for interactions while not creating any obstructions for the muralists to create expressive art using traditional painting materials. The durability of the circuitry and the performance of the software running in the background under adverse outdoor weather also impose big challenges. When building the prototype mural, we utilized and expanded on previous work in developing technologies for paintable and paper-based computing that made use of a wide range of conductive paints, inks, and tapes to develop new user interfaces such as “interactive wallpaper” [27][28][29][30][31]. Although the
technologies used to build “interactive wallpaper” provide a promising start, the wallpapers were built for indoor settings and much smaller in size compared to murals. The design of the prototype interactive mural has been created utilizing more robust materials and compatible electronics that can seamlessly run the mural software and assure stable communication of the interaction data generated by the sensors used in the mural.

3 Design of the Interactive Mural system

The design of the interactive mural system consists of two key components – the hardware design and the software design. The purpose of the system is to provide desired interactive features while assuring the expressiveness of the mural from the artist’s perspective. Certain design considerations and constraints come along to serve this goal. It’s essential to derive and understand those constraints and address them accordingly while designing the system.

3.1 Design constraints

3.1.1 Durability

One of the major differences between an outdoor interactive mural and other flat-screen interactive displays is that the electronics and the circuitry on an interactive mural are out in the environment, exposed to sun, rain, and other weather conditions. Since the circuitry is not covered by any protective shield, it’s critical that the materials used can withstand the adverse outdoor condition and continue to perform in the desired manner for a long time.

3.1.2 Paintability

Preserving the aesthetics of murals is an integral aspect of the system. Usually, murals are drawn and painted on walls or sheets. Incorporating electronics on such surfaces inevitably causes the surface to be uneven. We want to make sure that the integration of circuitry doesn’t create any hindrances to the paintability and the aesthetics of the murals. Therefore we used conductive paints and tapes instead of wires to make the circuit connections and placed the electronics in such a way so they don’t interfere with painting the mural or they become an artistic part of the mural.

3.1.3 Interactivity

We are primarily interested in two modes of interaction - tangible interactions implemented using touch sensors and motion-activated interaction that can be achieved utilizing
distance sensors. As for the response to the users’ actions, a varied number of audio-visual output devices can be utilized.

3.1.4 Stability of data communication and visualization

To study people’s interactions with the novel interface, we need to ensure the preservation of the detailed data of interactions. We also want to be able to remotely visualize the interactions on a software interface. The electronics used on the murals have limited storage capacity and are not capable of storing the detailed interaction data generated over a long time. So, we send all the data to a remote server where the data is stored in a secured manner. The server also enables us to visualize the data as desired, however, the data communication among the server and various hardware devices used on the mural must be seamless and stable.

3.2 Prototype Mural

The prototype mural has been designed keeping the constraints listed above in mind. Figure 1(a) shows the front side of the prototype mural and figure 1(b) shows the back side.

A user can interact with the prototype mural by touching the touchpads or moving in front of the mural. Touching any of the touchpads will cause the top LED strip on the board to change the color of the LED lights. As for the motion in front of the mural, an ultrasonic distance
sensor, installed at the bottom of the mural, detects the distance of the nearest object to the mural. The bottom LED strip illustrates the distance by turning on a certain number of LED lights. The number of LED lights turned on is proportional to the distance of the nearest object. For a distance of 200cm or more, all the LED lights on the bottom LED strip are turned on; as the object moves closer to the mural, the number of LED lights turned on decreases.

For each interaction, the detailed interaction data containing information on - states of the touch sensors or the distance of the nearest object, sensor id of the sensor triggered to cause the interaction, and time of the interaction event - is recorded and transmitted to a web server to be stored in a database. The transmission of the interaction data is instantaneous and facilitates real-time (with a lag of about 1 second) visualization of the interactions on a web UI. In addition to real-time visualization, the stored data is utilized to render playback visualization of prior interactions during any particular time frame.

The interactive features and the visualization of the interactions have been made possible by integrating a sophisticated data communication protocol into the hardware and the software design. In the next few sections, we delineate the hardware design, the software design, and the communication protocol employed for the prototype mural. Although the hardware design presented here is tailored to the prototype mural, it can easily be expanded to accommodate larger murals with more output devices and sensors. On the other hand, the software design and the communication protocol presented here are not specific to the prototype mural and can be employed for any mural with little to no modification.

### 3.3 Hardware design

The hardware design of the prototype mural comprises two microcontrollers, sensors, output devices, a master controller, and other electronics to provide appropriate power and support seamless data communication. One microcontroller is connected to five touch sensors and an LED strip, and the other to a distance sensor and another LED strip. A master controller, a Raspberry Pi for the prototype, is responsible for collecting the interaction data from the microcontrollers through an I²C bus and transmitting the data to a web server. The master controller on the prototype also controls a weather sensor and collects weather data (temperature, pressure, humidity, air quality) periodically. I²C extenders are utilized to boost the I²C signal. On the prototype mural, one I²C extender is connected to each microcontroller (I²C slave device), and a third one is connected to the master controller (I²C master device). Voltage regulators are used for converting 12V to 5V, which is the voltage required to power the microcontrollers, the
master controller, and the devices connected to them (with an exception for the weather sensor that requires 3.3V as power and is powered by the 3.3V pin on the Raspberry Pi).

Below, we describe the electronics that may be used in a generic mural which may be much larger and more complex than our prototype. We explain each electronic component separately before providing a comprehensive explanation of the circuitry on the prototype mural.

### 3.3.1 Electronics and materials used

**Microcontrollers:**

Microcontrollers are responsible for controlling the output devices and the sensors. The number of microcontrollers used in a mural varies depending on its size, ranging anywhere from 5 to 20 microcontrollers. In our system, each microcontroller is connected to one particular type of sensor (for example, a microcontroller can be connected to only touch sensors or only distance sensors) and several output devices.

A wide variety of microcontrollers could be used in the framework we have described. However, few basic factors need to be considered when choosing a microcontroller for the mural – 1. The microcontrollers transmit data using the I²C bus as a slave. Therefore, the microcontroller to be used must be capable of operating as an I²C slave device, 2. As mentioned in the design constraints, the electronics used on the mural must not create any hindrances to the paintability of the mural. Hence, thinner microcontrollers are preferred, 3. The data generation rate of the sensors is usually higher than the I²C data transmission rate. For this reason, the generated data can’t always be transmitted instantaneously and needs to be stored in the microcontroller for a few milliseconds. Therefore, the microcontroller used should have at least 32 kilobytes of flash memory. Considering these factors, for the prototype mural, we used Arduino pro mini.

**Master Controller:**

A master controller module serves as the bridge between the mural and the software. This controller coordinates communication between microcontrollers, gathers data, and sends data to the server. There is one master controller per mural. The master controller is physically located on the mural and, in our system, is a Raspberry Pi.
**I^{2}C Network Devices:**

*I^{2}C bus extenders* - *I^{2}C* communication bus functions well in short-distance data transmission. However, in long-range data transmission, the parasitic capacitance attenuates the signal causing issues with data transmission. Since the murals are large in size, long-range *I^{2}C* communication is unavoidable. *I^{2}C* bus extenders are used to ensure stable long-range data transmission. For the prototype mural, we used P82B715 bidirectional *I^{2}C* bus extenders.

**Sensors:**

*Distance sensors* - Distance sensors are used to detect when a person or other object moves in front of the mural. They can also detect how far an object is from the mural. The number of distance sensors used for each mural depends on the size of the mural and the mural design. Ultrasonic sonar distance sensors are used for this purpose. For the prototype mural, we used the HC-SR04 ultrasonic sensor that runs on 5V and works at about 2cm to 450cm away.

*Weather sensor* - Each mural is intended to function as a weather station as well. The murals will record the temperature, pressure, humidity, and air quality after certain time intervals. One weather sensor, capable of sensing the mentioned weather parameters, is required for each mural to serve this purpose. For the prototype mural, the BME680 sensor is used and weather data is collected once every minute.

*Capacitive touch sensors* - Capacitive touch sensors provide means for tangible interactions. Some of the microcontrollers available in the market have capacitive touch sensors built into the pins. If a microcontroller doesn’t have built-in touch sensors (such as Arduino pro mini), such sensors can easily be created with the help of a simple circuitry (figure 2). Each touch sensor requires a send pin and a receive pin connected via a resistor of resistance 1 MΩ. A wire (or copper tape) is then extended from the receive pin to a touchpad created using a conductive material.

![Figure 2: Circuit diagram for capacitive touch sensor](image-url)
**Output Devices:**

Output devices are various programmable devices that can create audio-visual output in response to user interactions with the mural (for example LED lights or speakers). Mechanical devices such as servo motors may also be employed. The choice of output devices must follow the design constraints as mentioned in section 3.1. For the prototype, we have used programmable LED strips as output devices.

**Other electronics:**

*Voltage regulators* - The logic levels of the microcontrollers can be 3.3V or 5V depending on the type of microcontrollers used (the logic level of all the microcontrollers used on the prototype mural is 5V). Furthermore, sensors and other output devices may require 3.3V or 5V power input depending on the model and type. Therefore, we need to be able to convert the voltage appropriate for the particular electronics. Voltage regulators are utilized to serve this purpose. The primary power source of the prototype mural is 12V. Multiple voltage regulators are used for converting the 12V to 5V or 3.3V as needed.

**3.3.2 Circuitry On The Prototype Mural**

The prototype of the Mural is 2ft×2ft in size. For the purpose of this paper, we are mostly interested in the circuitry on the mural. Figure 3(a) shows the circuitry on the front side of the mural and figure 3(b) shows the circuitry on the back side.

Two Arduino pro mini microcontrollers are soldered on copper tape, one at the top left and another at the bottom right. A craft-cutter was used to cut the copper tape into strips distanced 1mm from each other in order to match the distance between the pins of the microcontroller. The Arduino pro minis are soldered directly onto the strips without using any pin header to keep the height as low as possible.

Five touch sensors are created from the pins on the top left Arduino. We have used five different types of conductive materials for the five touchpads – copper tape, aluminum tape, carbon paint, silver paint, and copper paint. Although the receive pins must be different, the send pin can be shared among multiple touch sensors. The top left microcontroller is connected to an LED strip (model sk6812) that is an output device and responds to touch interactions. The bottom right microcontroller is connected to a distance sensor and an LED strip (model WS2812B) as an output device to respond to users' motion in front of the mural.
The Raspberry Pi is attached at the bottom left corner of the board. A weather sensor is connected to the Raspberry Pi via I²C pins on the Pi and the sensor. Since the weather sensor is placed very close to the Pi, no I²C extender is required for the connection. The sensor is the only device on the prototype mural that is powered by 3.3V (the 3.3V pin on the Pi is used to power the sensor).

Except for the weather sensor that is directly connected to the Raspberry Pi without using any I²C bus extender, the I²C connection on the mural board share a common buffered clock (LCL), buffered data (LDA), and ground lines (grounds of all the devices on the mural board is connected). The Raspberry Pi is the master device whereas the weather sensor and the Arduino pro minis are the slave devices in the connection. The serial data, serial bus, ground, and the 5V pins from each Arduino and the Raspberry Pi are connected to the respective pins on an I²C bus extender placed very close (about an inch) to each device. The buffered data and the buffered

**Figure 3.a:** Circuitry on the front side of the prototype mural (svg file is available at this [link](#))
clock lines from all the three extenders are then connected together. Both LDA and the LCL lines are connected to a 5V line through a $1\text{K}\Omega$ pullup resistor.

![Circuit diagram](image)

**Figure 3.b:** Circuitry on the back side of the prototype mural (svg file is available at this [link](#)).

The primary source of the power of the prototype mural is 12V. Four 12V to 5V voltage regulators are connected in parallel to power the Raspberry Pi. The Raspberry Pi needs to connect with the Wi-Fi to send interaction data to the server. A parallel connection of the four voltage regulators ensures adequate electric current required by the Raspberry Pi to establish a strong wireless connection. One 12V to 5V voltage regulator is used to power each Arduino pro mini and its associated devices. All the devices including the Raspberry Pi and the Arduino pro minis are powered by connecting the 5V lines to the 5V pins (named Vcc pin on some devices) on the respective devices.

All the connections on the prototype board are made with copper tape and soldered properly at the junctions. The LDA and LCL lines are taken on the other side of the board to avoid convoluted connections on the front side of the board.
3.4 Software Architecture

The software system of the interactive mural is a combination of programs running on the microcontrollers, raspberry pi, and a web server. These programs perform varied tasks such as controlling the sensors and output devices, transmitting the interaction data, storing and visualizing the data. The software architecture of the system consists of four layers as determined by the tasks each layer performs – 1. mural layer that controls the electronics on the mural board, 2. link layer that regulates the data transmission with the microcontrollers and the server, 3. storage layer containing the databases and the back-end programs on the server, 4. web UI that shows the visualization of the interactions on the mural. Each layer communicates with the adjacent layers by sending or receiving data packets utilizing applicable data transfer protocols.

![Object Diagram (Mural Layer)]  
- Active object (running on its own thread).

![Object Diagram (Link Layer)]

**Figure 4:** Object diagrams for the Mural Layer (top) and the Link Layer (bottom)
3.4.1 Mural Layer

The mural layer consists of the programs running on the microcontrollers. The primary job of these programs is to control the sensors and the output devices attached to the microcontrollers. A microcontroller may be responsible for running multiple sensors of the same type (for example a microcontroller may be controlling multiple distance sensors or multiple touch sensors) and output devices. Each sensor and output device is encapsulated in an object. A main controller object administers the states and the methods of the sensor and device objects (figure 4). The controller object also keeps records of - data generated by the sensors, time index, and the time elapsed from the most recent time reset until the generation of a particular data - in a queue and transmits them to the link layer when requested. Time index and elapsed time are used for ensuring that the event order is maintained (event order and time tracking are explained in detail in section 4). The programs running on the mural layer are single-threaded.

3.4.2 Link Layer

The link layer is in charge of regulating the transmission of data generated at the mural layer to the storage layer. The link layer lies on the Raspberry Pi. The program on the link layer consists of a number of collector, processor, and poster objects as well as one timer object and one weather object (figure 4). Each of these objects runs on its own thread, however, the creation of these threads is governed by a main controller object.

The collector thread is responsible for collecting raw data from the mural layer through the I²C bus. Since the I²C slave devices on the same bus are identified by unique address numbers (commonly address numbers are 7 bits), a unique collector object collects data from each microcontroller to avoid confusion and interruptions in data transmitted by multiple microcontrollers with different addresses. Upon collecting each data packet, the collector object creates a tuple containing - 1. time of data generation and 2. the data value, and stores the tuple in a queue of raw data on the main controller object. The queue of raw data is accessible by the processor objects.

A data point is a single sensor-generated data associated with its corresponding metadata (for example a distance sensor may generate data 50cm when the nearest object is 50cm away from the sensor, the value 50 and its associated metadata would be a data point in this case). The processor objects are responsible for processing the data collected by the collector objects. The processor objects poll the tuples from the queue of raw data and format them into JSON objects. Each JSON object contains the values – mural id, sensor id, type of data, time of data generation,
and the data itself. Once a raw data point is formatted into a JSON object, the processor then inserts the JSON object in a queue of processed data that is accessible by the poster objects. The poster objects poll the JSON objects from the queue of processed data and send them to the server using HTTP post requests.

The timer object creates and maintains time indexes, and sends time reset signals to the mural layer. The purpose of the timer object is to ensure that the order of the interaction events is preserved as well as to keep track of the accurate time at which a particular interaction event occurred. The process of sequencing events and keeping time records is explained in detail in section 4.

The weather object controls the weather sensor, collects weather data from the sensor every 60 seconds, formats the data into JSON objects in a similar fashion as the processor object does, and inserts them into the queue of processed data. Since each mural requires only one weather sensor, the weather sensor is operated in the link layer instead of the mural layer and is controlled by the Raspberry Pi instead of the microcontrollers.

3.4.3 Storage Layer

The storage layer is responsible for storing the data in a database and running the web server. The web server, built on the NodeJS platform, handles the post requests made by the poster objects of the link layer and stores the data sent from the link layer in a MySQL database. The server also handles the requests from the front-end and sends appropriate data to the front-end applications to be visualized on a web UI.

3.4.4 Web UI

The web UI, created using JavaScript framework p5.js, visualizes the mural and the interactions on it (figure 5). Two types of visualization are possible – 1. real-time visualization that shows the interactions instantaneously with a time lag of about one second between the actual physical interaction and the visualization, 2. playback visualization that shows the prior interactions on the mural on any particular day or during particular hours in the past as requested by the user.
Figure 5: Web UI – a screenshot of the web page that renders real-time visualization of the physical interactions on the prototype mural remotely.

4 Sequencing Events/Keeping Track of Time

Sequencing events means preserving the order in which the physical interaction events occurred in front of the mural. This means that the times of interactions of any two data points should correctly indicate which of the two interactions occurred earlier than the other on the physical mural. Although this is a seemingly basic feature, the following scenario illustrates the intricacies involved in correctly implementing this feature.

Let’s consider that we have two microcontrollers, each attached to a distance sensor. The two distance sensors are placed very close to each other on the physical mural. Somebody waves a hand in front of the two distance sensors triggering the sensors to register the distance from the hand. For the simplicity of explanation, let the sensor that registered the hand first is sensor-1, and the other sensor is sensor-2. Since the sensors are very close to each other and waving a hand is fast, the difference between the times at which the sensors were triggered can be as low as a split of a second. Each microcontroller stores the distance of the hand in its queue and sends the data to the link layer when the collector object associated with the microcontroller requests for the data. The collector objects on the link layer run on their own thread and there is a collector object assigned for each microcontroller. Therefore, we don’t know, among the two collector
objects associated with the two microcontrollers, which one will request the distance data first. If the collector object, associated with the microcontroller in charge of the sensor-2, requests the data before the other collector object, the order at which the data points are collected will be different from the order of the actual physical interactions.

We can address this discrepancy by storing the standard time along with the data when the microcontroller stores the data in a queue. However, given the limited flash memory available, we want to store as little data as possible in the microcontroller memory. Furthermore, sending too much information (year, month, day) for each data point will limit the number of data points we can send per second through the I\textsuperscript{2}C bus (table 2).

Another option is to store the elapsed milliseconds instead of storing the standard time on the mural layer. The microcontrollers are capable of keeping the record of the time elapsed in milliseconds since the beginning of the program. Ideally, for each data point, we should be able to get the record of the elapsed time since the beginning of the program in a microcontroller until the generation of that data point, keep the record of the UTC time when the microcontroller was started as a field of the collector object, and get the UTC time of data generation by a simple addition operation. However, the records of the elapsed time must be sent to the link layer using the I\textsuperscript{2}C bus and the elapsed time may be as long as days (recorded in milliseconds). Therefore, we run into the same issue regarding efficient data transmission through the I\textsuperscript{2}C bus.

The timer object comes in handy to address these issues. The object sends a signal to the microcontrollers every 30 seconds to reset the elapsed time and also keeps track of the UTC time when the most recent signal was sent. This way the elapsed time on the microcontrollers never exceeds 30 seconds and thus requires fewer bytes to store and send the information about elapsed time. However, when a data point reaches the link layer, there is no way to understand if a data point was generated before or after the most recent reset signal was sent. The confusion arises due to the fact that the time object may reset the elapsed time after a data point has been generated but has not been transmitted to the collector object yet. To resolve this issue, the reset signal sends a value of 0 or 1 (which is also assigned as the current time index on the timer object) as a time index to be recorded with each data point. When this data point is received by the collector object, it checks if the current time index on the timer object matches the time index of the data point. If there is a match, it implies that the data was generated after the most recent reset signal was sent, whereas if it’s not a match, the data point was generated before the most recent reset signal.
Figure 6: Sequencing Events/Keeping Track of Time – a reset signal, sent from the timer object with time index 0, changes the time index on the microcontroller to 0. The microcontroller transmits two data points – one of which was generated after the most recent reset signal (hence, the time index is 0), and the other one was generated before the most recent reset signal that is after the prior reset signal (hence, the time index is 1).
The timer object keeps records of the UTC times at which the most recent reset signal and the nearest prior reset signal were sent. If the time index on the received data point indicates that it was generated after the most recent reset signal was sent, the elapsed time associated with the data point is added to the UTC time at which the most recent reset signal was sent. On the contrary, if the time index on the received data point indicates that it was generated before the most recent reset signal was sent, the elapsed time associated with the data point is added to the UTC time at which the nearest prior reset signal was sent. The addition operation yields the UTC time of the data generation (the time of the physical interaction). This mechanism ensures the time of data generation is recorded correctly and the order of interaction events is correct when the data points are sorted with respect to time. Figure 6 shows few steps of this mechanism and figure 7 shows a snippet of the results of one of our experiments to confirm the correctness of sequencing events and time tracking.
Order of interaction events test

Two distance sensors were put side by side at about 2 inches apart. The sensors were being controlled by two different circuit playgrounds. Both circuit playgrounds were connected to Raspberry Pi via I2C. The distance measurement to be recorded from the sensors was restricted to more than 5 cm and less than 20 cm. Also, the number of data points recorded was constrained for the simplicity of observation. Once the setup was done, a hand was moved very quickly in front of the sensors. These results are as follows:

\[ s3 = \text{sensor with id 3} \]
\[ s4 = \text{sensor with id 4} \]

Trial 1: The hand passed s3 before s4

Output:

\[
\begin{align*}
\text{[mural_id: 1, sensor_id: 3, distance_data: 9, time: 2020-08-29 03:12:37.499487]} \\
\text{[mural_id: 1, sensor_id: 3, distance_data: 9, time: 2020-08-29 03:12:37.500487]} \\
\text{[mural_id: 1, sensor_id: 4, distance_data: 9, time: 2020-08-29 03:12:37.524487]} \\
\text{[mural_id: 1, sensor_id: 3, distance_data: 9, time: 2020-08-29 03:12:37.501487]} \\
\text{[mural_id: 1, sensor_id: 3, distance_data: 9, time: 2020-08-29 03:12:37.511487]} \\
\text{[mural_id: 1, sensor_id: 4, distance_data: 9, time: 2020-08-29 03:12:37.512487]} \\
\text{[mural_id: 1, sensor_id: 4, distance_data: 8, time: 2020-08-29 03:12:37.534487]} \\
\text{[mural_id: 1, sensor_id: 4, distance_data: 8, time: 2020-08-29 03:12:37.588487]} \\
\end{align*}
\]

Sorted with respect to time:

\[
\begin{align*}
\text{[mural_id: 1, sensor_id: 3, distance_data: 9, time: 2020-08-29 03:12:37.499487]} \\
\text{[mural_id: 1, sensor_id: 3, distance_data: 9, time: 2020-08-29 03:12:37.500487]} \\
\text{[mural_id: 1, sensor_id: 3, distance_data: 9, time: 2020-08-29 03:12:37.501487]} \\
\text{[mural_id: 1, sensor_id: 3, distance_data: 9, time: 2020-08-29 03:12:37.511487]} \\
\text{[mural_id: 1, sensor_id: 3, distance_data: 9, time: 2020-08-29 03:12:37.512487]} \\
\text{[mural_id: 1, sensor_id: 4, distance_data: 8, time: 2020-08-29 03:12:37.534487]} \\
\text{[mural_id: 1, sensor_id: 4, distance_data: 8, time: 2020-08-29 03:12:37.588487]} \\
\end{align*}
\]

We see that sensor 4 registered the motion after sensor 3, as expected.

Trial 2: The hand passed s4 before s3

Output:

\[
\begin{align*}
\text{[mural_id: 1, sensor_id: 4, distance_data: 7, time: 2020-08-29 03:20:17.888009]} \\
\text{[mural_id: 1, sensor_id: 4, distance_data: 7, time: 2020-08-29 03:20:17.889009]} \\
\text{[mural_id: 1, sensor_id: 4, distance_data: 7, time: 2020-08-29 03:20:17.890009]} \\
\text{[mural_id: 1, sensor_id: 4, distance_data: 7, time: 2020-08-29 03:20:17.935009]} \\
\text{[mural_id: 1, sensor_id: 3, distance_data: 8, time: 2020-08-29 03:20:17.943009]} \\
\text{[mural_id: 1, sensor_id: 3, distance_data: 8, time: 2020-08-29 03:20:17.946009]} \\
\end{align*}
\]

Sorted with respect to time:

\[
\begin{align*}
\text{[mural_id: 1, sensor_id: 4, distance_data: 7, time: 2020-08-29 03:20:17.888009]} \\
\text{[mural_id: 1, sensor_id: 4, distance_data: 7, time: 2020-08-29 03:20:17.889009]} \\
\text{[mural_id: 1, sensor_id: 4, distance_data: 7, time: 2020-08-29 03:20:17.890009]} \\
\text{[mural_id: 1, sensor_id: 4, distance_data: 7, time: 2020-08-29 03:20:17.935009]} \\
\text{[mural_id: 1, sensor_id: 3, distance_data: 8, time: 2020-08-29 03:20:17.943009]} \\
\text{[mural_id: 1, sensor_id: 3, distance_data: 8, time: 2020-08-29 03:20:17.946009]} \\
\end{align*}
\]

We see that sensor 3 registered the motion after sensor 4, as expected.

**Figure 7:** Results of a test to check the correctness of the time tracking and order of the interaction events.
5 Data communication protocol

Stable and lossless transmission and storing of interaction data is critical to understanding user behavior. Each layer of the system communicates with the adjacent layers through sending and receiving data packets. The efficiency of data transmission across different layers is subjected to hardware limitations and the conventions of existing data transfer protocols such as the HTTP and I²C data communication protocols. Furthermore, the medium of data communication is different across different layers – the data communication between the mural layer and the link layer is wired whereas the link layer communicates with the server wirelessly. These differences create discrepancies in the transmission rates among different layers. The number of data points generated per second by the distance sensor is much higher than the transmission rate through the I²C bus. Furthermore, the transmission rate through the I²C bus is significantly higher than the wireless transmission rate using the HTTP protocol. Table 1 shows the data generation rate of the distance sensor and table 2 shows the data transmission rate of the I²C bus as observed by experimentation with the prototype. The communication protocol for the system is designed to address these discrepancies without losing significant data points. The transmission of a data point takes place in two steps – 1. transmission from the mural layer to the link layer, 2. transmission from the link layer to the server (figure 8).

<table>
<thead>
<tr>
<th>Distance of the closest object (in cm)</th>
<th>Average number of distance data generated per second</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>3050</td>
</tr>
<tr>
<td>25</td>
<td>548</td>
</tr>
<tr>
<td>50</td>
<td>305</td>
</tr>
<tr>
<td>100</td>
<td>150</td>
</tr>
<tr>
<td>200</td>
<td>84</td>
</tr>
</tbody>
</table>

Table 1: Distance data generation rate (as observed for the prototype mural)

<table>
<thead>
<tr>
<th>Number of bytes in each transmission</th>
<th>Average number of transmissions per second</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>171</td>
</tr>
<tr>
<td>80</td>
<td>84</td>
</tr>
<tr>
<td>100</td>
<td>68</td>
</tr>
</tbody>
</table>

Table 2: I²C transmission rate (as observed for the prototype mural)
5.1 Transmission from the mural layer to the link layer

Data transmission in this step is wired and utilizes the I²C bus. The discrepancy in the data generation rate and the I²C transmission rate is prevalent only for the distance data. The touch sensors generate data only when they are touched. Since the touch events are limited by human speed, they are triggered relatively infrequently. Therefore, it is easy to reliably transmit touch interaction data. The distance sensor, in contrast, is continuously generating data that is read by the microcontroller. The discrepancy, created by the higher rate of data generation by the distance sensors, can be fixed simply by disregarding the distance data if

\[|\text{previous distance value} - \text{current distance value}| < 3 \text{ cm}\]

That is, we are only interested in the motion of an object in front of the sensor. We can disregard the distance values when no motion is detected. This strategy significantly reduces the number of
data points to be considered, enabling the I²C transmission rate to keep up with the data generation rate.

Next, we came up with a standard protocol for assigning values to different bytes in the I²C bus. We have used the SMBus2 library, a modified version of the standard SMBus library, to be able to send more than 32 bytes in each transmission. However, increasing the number of bytes lowers the transmission rate (table 2).

We found by experimentation that 81 bytes provide a fast enough transmission rate while allowing us to send 10 data points in each transmission. The first byte of the 81-byte bus is used to store the type of data which can be touch data or distance data in our case. The value stored by the first by being 1 signifies that the bus contains distance data, whereas a value of 2 signifies that the bus contains touch data. The remaining 80 bytes are divided into sections of 8 bytes where each section contains a single data point.

In the 8 bytes assigned for a single data point, the first byte contains the sensor ID, the second byte contains the data value, next 5 bytes are used to store the time elapsed from the most recent time reset until the generation of the data point. The elapsed time recorded in milliseconds is converted into hours:minutes:seconds:milliseconds format. The third byte contains the value for the hours, the fourth byte contains the value for the minutes, the fifth byte contains the value for the seconds. The sixth and seventh bytes are used to store the value for the milliseconds. Since one byte can’t store a value higher than 255 and the value for the milliseconds can be as high as 999, two bytes are used in a way such that:

\[ \text{number of milliseconds} = \text{value stored by the sixth byte} \times 100 + \text{the value stored by the seventh byte} \]

The eighth byte is used to store the time index for the data point. Figure 9 shows the assignment of bytes in the I²C bus.

We only consider distance values up to 250cm and touch data can be expressed as 0 (not touched) and 1 (touched). Furthermore, the sensor ID doesn’t exceed 255 (since using 255 sensors with a microcontroller is impractical for our purpose), and the time index is either 0 or 1. Therefore, the values never exceed the limit (255) that a byte can store. We can make two significant observations in this protocol – 1. The data bus in a single transmission contains the same type of data. Therefore, all the sensors connected to a particular microcontroller in our design are of the same type; 2. Although we reset the elapsed time after every 30 seconds, the protocol provides us a much higher limit of 255 hours, 255 minutes, 255 seconds, and 999 milliseconds.
Once a collector object receives a data packet, it extracts each section, calculates the UTC time from the elapsed time, appends the first byte’s value (type of data) at the end of each section making the section a list of nine bytes, and creates separate \textit{(time of data generation, data as a list of nine bytes)} tuple for each data point in the packet before inserting the tuple into the queue of raw data.

**Figure 9:** Assignment of bytes in a 81-byte I\(^2\)C bus that holds ten sections along with one byte for the type of data and a 8-byte section that hold a single data point.
5.2 Transmission from the link layer to the server

Data transmission in this step is wireless and utilizes the HTTP protocol. First, the processor objects (threads) poll the tuples from the queue of raw data and create JSON objects. The JSON objects are then inserted into the queue of processed data. The poster objects (threads) poll the JSON objects from the queue and create HTTP post requests to the server. Since it’s wireless communication, the post requests are slow and the speed depends on the internet speed. The issue is addressed in two steps – 1. using multithreading where multiple poster threads poll data from the queue and make post requests simultaneously, 2. instead of posting one JSON object at a time, a list of JSON objects are sent in each post request. The size of the list depends on the internet speed that determines the speed of transmission. It’s advisable that the list should be as short as possible for better real-time visualization. For the prototype, we send a list of ten JSON objects in each post request.

6 Results

The prototype mural was able to successfully detect users’ interactions, respond to the interactions, and transmit the detailed interaction data to the server. Furthermore, the web UI was able to render the visualization of the physical interactions with a lag of about one second. The prototype has shown promising performance in recording the interaction data with correct time and order. From our testing, we have not experienced any unexpected loss of interaction data in the process of transmitting the interaction data across different layers of the system.

The prototype was put to the test for 24 hours in our lab. During the period of 24 hours, 5608 distance data was collected. Figure 10 shows the number of distance data points collected during different time intervals of the day. Since the lab is busiest between 12 and 4 p.m., with more students physically present than at any other time of the day, we notice that the majority of distance data (motion in front of the mural) was recorded between 12 and 4 p.m.

The touch sensors were touched 409 times during the observation period. Each of the five touch sensors on the prototype mural responds to touch interaction by turning on the top LED strip with a certain color. The fifth touch sensor (the leftmost touch sensor) responds with no color, which is visually equivalent to turning off the LED strip. We see in figure 11 that the sensor responsible for blue as the output color was touched most.

Figure 12 shows the average temperature and figure 13 shows the average humidity during different hours of the day inside the lab recorded by the weather sensor. Weather data is
collected once every minute and the average was taken over 60 weather data points collected during each hour. Since the temperature and humidity inside the lab are controlled artificially, we don’t see big fluctuations in the temperature and humidity.

**Figure 10:** Distance data collected during different time intervals of the day

**Figure 11:** Number of times each touch sensor on the prototype mural was touched during the 24-hour observation period

**Figure 12:** Average temperature during different hours of the day
7 Conclusion

The purpose of the prototype mural presented in this paper is to check the technical feasibility of creating such systems on a larger scale. The process of building the prototype helped us eliminate the nonviable designs, comprehend the limitations of many electronics in building such a system, and take a more pragmatic approach. The system can be extended to include more modes of interaction in a large outdoor mural.

7.1 Limitations

Although the prototype showed promising results in lab testing, we have not tested it in a crowded public setting with a potentially higher rate of interactions. Furthermore, we have detected that some output devices such as certain LED strips, if not programmed carefully, may create issues with the I²C data transmission. I²C bus uses interrupt for requesting data. The FastLED library, which we used for programming LED strips on the prototype, disables interrupts while it is writing LED data. The issue is resolved by handling the I/O exceptions in the link layer and by making sure that the time required to write the LED data is very short. However, for the time being, this limits us to the kinds of responses we can design using LED
strips. Also, capacitive touch sensors are susceptible to parasitic capacitance and EMI, and can act in unpredictable ways if these factors are not considered when creating the circuitry.

7.2 Future Work

For more real-world testing of the system, we are in the processing of building a large interactive mural of size 22.5ft×8ft with about 4000 LED lights on LED strips as output devices. The mural will be accessible by the students and staff at the University of New Mexico that will yield more interactions for the system to take care of and help us understand the rooms for improvements in the system. We are also conducting material testing and evaluating changes in resistance for various conductors over long time, to identify more viable conductors for the murals.
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